
Unit II 

10. Dimensionality Reduction: 

Dimensionality reduction in data analytics refers to the process of reducing the number of 

variables or features in a dataset while preserving as much relevant information as possible. 

High-dimensional datasets, where each data point contains a large number of variables, can 

be computationally expensive and lead to overfitting in certain modeling algorithms. 

Dimensionality reduction techniques aim to simplify the data representation, making it more 

manageable, easier to visualize, and more suitable for analysis and modeling. 

1. Principal Component Analysis (PCA): 

 PCA is one of the most widely used dimensionality reduction techniques. It 

transforms the original variables into a new set of orthogonal variables, known 

as principal components. These components are linear combinations of the 

original variables and are ordered by the amount of variance they capture in 

the data. By selecting the top 'k' principal components, PCA reduces the 

dimensionality of the data to 'k' dimensions while retaining as much variance 

as possible. 

 

2. t-distributed Stochastic Neighbor Embedding (t-SNE): 

 t-SNE is a nonlinear dimensionality reduction technique that is particularly 

useful for visualizing high-dimensional data in lower-dimensional space. It 

aims to preserve local structures and clusters in the data, making it effective 

for data visualization and exploration. 

3. Linear Discriminant Analysis (LDA): 

 LDA is a dimensionality reduction technique used in supervised learning 

settings. It transforms the data into a lower-dimensional space while 

maximizing the separation between different classes or categories. LDA is 

commonly used for classification tasks. 

4. Singular Value Decomposition (SVD): 



 SVD is a matrix factorization technique that decomposes the data matrix into 

three matrices: U, Σ, and V. It is used in various applications, including PCA 

and latent semantic analysis in natural language processing. 

5. Autoencoders: 

 Autoencoders are a type of artificial neural network used for unsupervised 

learning. They learn to compress the data into a lower-dimensional 

representation and then reconstruct the original data from the compressed 

representation. Autoencoders are useful for non-linear dimensionality 

reduction. 

 

 

Dimensionality reduction helps in several ways, such as: 

 Reducing computational complexity and memory usage. 

 Preventing overfitting by removing noise and irrelevant features. 

 Visualizing high-dimensional data in lower-dimensional space. 

 Enhancing the performance of certain algorithms and models. 

 

Advantages of Dimensionality Reduction 

 It helps in data compression, and hence reduced storage space. 

 It reduces computation time. 



 It also helps remove redundant features, if any. 

 Improved Visualization: High dimensional data is difficult to visualize, and 

dimensionality reduction techniques can help in visualizing the data in 2D or 3D, 

which can help in better understanding and analysis. 

 Overfitting Prevention: High dimensional data may lead to overfitting in machine 

learning models, which can lead to poor generalization performance. Dimensionality 

reduction can help in reducing the complexity of the data, and hence prevent 

overfitting. 

 Feature Extraction: Dimensionality reduction can help in extracting important features 

from high dimensional data, which can be useful in feature selection for machine 

learning models. 

 Data Preprocessing: Dimensionality reduction can be used as a preprocessing step 

before applying machine learning algorithms to reduce the dimensionality of the data 

and hence improve the performance of the model. 

 Improved Performance: Dimensionality reduction can help in improving the 

performance of machine learning models by reducing the complexity of the data, and 

hence reducing the noise and irrelevant information in the data. 

Disadvantages of Dimensionality Reduction 

 It may lead to some amount of data loss. 

 PCA tends to find linear correlations between variables, which is sometimes 

undesirable. 

 PCA fails in cases where mean and covariance are not enough to define datasets. 

 We may not know how many principal components to keep- in practice, some thumb 

rules are applied. 

 Interpretability: The reduced dimensions may not be easily interpretable, and it may 

be difficult to understand the relationship between the original features and the 

reduced dimensions. 

 Overfitting: In some cases, dimensionality reduction may lead to overfitting, 

especially when the number of components is chosen based on the training data. 

 Sensitivity to outliers: Some dimensionality reduction techniques are sensitive to 

outliers, which can result in a biased representation of the data. 

 Computational complexity: Some dimensionality reduction techniques, such as 

manifold learning, can be computationally intensive, especially when dealing with 

large datasets. 

 

 


